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Since the emergence of generative artificial intelligence 
(AI) in medical writing, there has been a major debate 
about its potential and risks for biomedical research 

and publications. The positions of authors, reviewers, and 
editors are divergent between those who consider AI an 
authentic author and those who reject its uses.

Undoubtedly, AI-assisted technology (AI-AT) is dra-
matically changing the biomedical research landscape. No 
one can exclude its applications in medical manuscript 
writing. However, better comprehension of this new tech-
nology, its applications, risks, and challenges is vital for 
the medical publication world. It is creating new chal-
lenges for authors, reviewers, and editors. When reviewing 
and editing an AI-written manuscript, many questions 
must be answered: Is it accurate? Is it ethical? Is it non-bi-
ased? Is it complete? Is there AI hallucination?

On May 2023, the International Committee of 
Medical Journal Editors (ICMJE) published updated 
Recommendations for the Conduct, Reporting, Editing, 
and Publication of Scholarly Work in Medical Journals. 
At that time, its position on AI-AT Medical Manuscript 
writing was updated in detail.1 Clearly, the AI-AT editors 
and reviewers are facing new challenges during the pro-
cess of any article written by direct audio input (dAI)-as-
sisted technology.

Different AI-At In Medical Manuscript Writing
Many AI-ATs are available to use at each stage in medical 
manuscript writing. Five of these are included here.

Large Language Models (LLM)
Using prompts, models, such as Generative Pre-trained 
Transformer 3 (GPT-3) or GPT-4, can generate human-
like text. They assist authors in developing new research 
ideas, summarizing reference articles, accelerating 
high-quality writing, revising the text language and gram-
mar, analyzing data, and reporting research standards. In 
addition, they can aid authors in writing all the sections 
of medical manuscripts by generating coherent and rele-
vant content.2

Chatbots
AI-powered chatbots can provide real-time assistance to 
medical researchers and authors during the manuscript 
writing process. They can answer questions, offer sug-
gestions, and provide guidance on formatting, references, 
and other writing-related queries.

The ChatGPT, one of these AI-powered chatbots, is a 
potent medical writing assistant that can help research-
ers find new research ideas, generate texts and summaries, 
and revise and proofread manuscripts. However, authors 
need must be vigilant about how to use it and comprehend 
its limitations and risks. They need to know adequate 
prompting to avoid AI hallucinations (i.e., a situation 
when a Large language model (LLM) has a perception of 
patterns or objects that are nonexistent or imperceptible 
to human observers, creating nonsensical or inaccurate 
outputs).3 It should not, in any case, replace the “human” 
author or researcher.4,5
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Image Creators
There is an exponential increase in the use of AI image 
generation techniques, such as Generative Adversarial 
Networks (GANs), in medical manuscript writing as they 
can generate high-quality images tailored to the specific 
needs of the manuscript without direct human interven-
tion. They are quick and efficient, especially when authors 
need a large number of images or when the manual illus-
tration development could be more efficient and practi-
cal. Examples include DeepArt (https://creativitywith.ai/
deepartio/) and Deep Dream (https://deepdreamgener-
ator.com/), which are image-generative tools that trans-
form medical images or illustrations and add a creative 
and informative element to manuscripts.

By their high quality and topic specificity, these 
AI-generated images can amplify the visual appeal of the 
manuscript and aid in conveying complex medical con-
cepts. However, authors must carefully consider ethical 
and legal issues, such as copyright and patient privacy 
concerns when using AI-generated images in medical 
manuscripts.6–8

Automated Literature Review
AI algorithms can assist in conducting automated litera-
ture reviews by analyzing vast amounts of medical liter-
ature. They can extract relevant information, identify key 
studies, and summarize findings, thereby saving time and 
effort during the manuscript preparation phase.9–11

More advanced AI tools, like IBM Watson Discovery, 
can develop a fast and efficient literature review process 
and identify relevant references to create research ideas 
and explore the development of potential new treatments.

On 28 November 2023, Boehringer Ingelheim and IBM 
announced an agreement permitting Boehringer to use 
IBM’s foundation model technologies to discover novel 
candidate antibodies for the development of efficient 
therapeutics, especially in the field of the antibody discov-
ery process through in-silico methods.12

Plagiarism Detection
AI-based plagiarism detection tools can ensure the origi-
nality of medical manuscripts by comparing the submit-
ted text with a vast database of published articles. These 
are useful for authors, reviewers, and editors: they can 
identify unintentional similarities and ensure adherence 
to ethical writing practices.13–15

Potential, Risks, and Challenges Using AI-At In 
Medical Manuscript Writing
Potential
Undoubtedly, AI-AT is a valuable tool in medical manu-
script writing and is revolutionizing biomedical research 
and publication. It increases efficiency with quick and 
high-quality text generation, decreases time and cost 

usually needed in research and publication, and gives 
authors more time and better opportunities to refine and 
check their manuscripts. The result is better text produc-
tion in less time with improved productivity. They offer 
researchers more editing tools to improve text clarity and 
customize it to the target audience, especially by utiliz-
ing translation instruments. Consequently, they make the 
research information more accessible with authors’ inter-
national reach.

In addition, AI-AT is useful in grammatical, typo-
graphical, and syntax identification and revision, with 
excellent summarization efficiency, creating a clear and 
concise manuscript that enhances the credibility and 
impact of the research findings.16

These tools can also be valuable aids for reviewers and 
editors. It was common for editors and publishers to use 
plagiarism checker software like IThenticate®, launched 
by Turnitin®. It uses AI technology to detect potential 
plagiarism in written work. It employs machine learning 
algorithms to compare submitted content against a vast 
database of existing publications and identify any simi-
larities. In April 2023, Turnitin’s AI writing detection 
capabilities launched across many of our integrity solu-
tions—a milestone in combating the improper use of AI 
writing tools, such as ChatGPT.17

They are also helpful during all the article processing, 
from editorial assessment, reviewers’ assignments accord-
ing to the topic, keywords, expertise, peer-review, revi-
sion, copyediting, and proofreading to final manuscript 
publications. Clarivate’s Reviewer Locator, Reviewer’s 
Discovery, and Elsevier’s EVISE automatically suggest 
reviewers based on available peer-review databases and 
connect to the journal submission management system, 
integrating editorial and peer-review processes.18

Notably, while these AI technologies can be valuable 
aids in medical manuscript writing, they should not 
replace human authors’ and researchers’ expertise and 
critical thinking.

Risks
Unfortunately, AI-AT use is marked by significant risks: 
inaccuracies, AI hallucinations, research fabrication, and 
data falsifications. These risks can be divided into non-in-
tentional mistakes and intentional errors/frauds.

With the capacity to generate fake realistic data and 
develop scientifically convincing texts, AI-AT can consid-
erably threaten authentic biomedical research, especially 
with the lack of AI-detection technologies and the short-
age of reviewers and editors with expertise in AI-generated 
frauds and errors.19,20

AI hallucinations, especially when generating nonexis-
tent data and references, data inaccuracies, and biases, are 
the most important part of non-intentional errors due to 
AI-AT. They are usually related to the absence of training 
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and expertise in AI engineering prompting, the use of out-
dated data, and the lack of human expert verification of 
AI-generated results and texts.

AI-AT-based research fabrication and data falsification 
are often intentionally driven by the search for financial 
gain, potential fame, academic progression, and curricu-
lum vitae boosting.20

Despite its capacity to improve the competitiveness and 
the quality of biomedical research, AI-AT risks altering 
the equity of opportunities among researchers using or 
not using these tools, as it can sabotage and weaken legit-
imate research.20

As AI-generated fraudulent research is difficult to 
detect, there is a greater risk of utilizing its outcomes 
to adopt new biomedical guidelines, healthcare policies, 
standards of care, and interventional therapeutics, which 
can be highly costly in time, money, and mainly in lives.20

Challenges
Considering the AI-AT’s potential and risks in manuscript 
medical writing and biomedical research, it is crucial to 
assess them and frame their uses according to scientific 
and ethical guidelines.

Authors must follow the new ICMJE updates and the 
specific journal guidelines.1 Journals must develop new 
authors, reviewers, and editor guidelines considering the 
ICMJE updates that recommend journals require authors 
to disclose any AI-AT use in any step of manuscript pro-
duction (large-language models [LLMs], chatbots, image 
creators). Importantly, the cover letter and the manuscript 
should mention these disclosure details.

AI-AT cannot be an author or co-author because it 
lacks responsibility for accuracy, integrity, and original-
ity. Human authors must assume full responsibility for 
AI-AT-generated content during any step of the manu-
script’s production. Authors are forbidden to cite AI as 
an author, co-author, or reference in their articles. The 
authors must provide proper attribution of all used mate-
rials, including AI-AT-generated text and images.

Transparency and human oversight are essential when 
using AI-AT in biomedical research. Any manuscript 
authorship and responsibility is entirely lying to human 
authors.1 Journals should establish clear communication 
channels between authors, reviewers, and editors using 
a unified and centralized system for document shar-
ing, feedback, and version control. They must provide 
authors, reviewers, and editors with clear guidelines about 
the assessment of the manuscripts and the criteria for 
acceptance and rejection of submission. Reviewers and 
editors should disclose any conflict of interest and provide 
transparent, detailed, constructive, and timely feedback.

By implementing collaboration platforms, journals 
have an opportunity to enhance a cooperative environ-
ment between all the publication actors. These online 

tools facilitate collaboration on research projects by help-
ing researchers manage tasks, track progress, and share 
documents and feedback. These data can help AI models 
learn the nuances of scientific writing and generate more 
accurate and relevant content.

Editors and reviewers must update their knowledge of 
the new AI-AT applications in medical manuscript writ-
ing to be able to detect legitimate and fraudulent research. 
Accordingly, each journal needs to provide adequate 
training and workshops for the editorial board to improve 
their comprehension of AI-AT, their potential, and their 
risks and help them to upgrade their expertise and skills 
and assist them with efficient tools that can detect any AI 
hallucinations, inaccuracies, biases, and frauds.

This strong collaboration can improve manuscript 
quality by ensuring clarity, conciseness, and adherence to 
journal guidelines. It can enhance accuracy and reliabil-
ity by choosing adequate methodology, minimizing errors 
and biases in research findings, and adopting proper data 
handling and reporting.

This collaboration can increase efficiency and produc-
tivity through clear and transparent communication and 
well-defined roles, thus streamlining the review and pub-
lication process and saving time and resources for all par-
ties involved.

A transparent and collaborative research environment 
fosters trust in the scientific community and the pub-
lic. Knowing that manuscripts have undergone rigor-
ous expert scrutiny increases confidence in the research 
findings.

Finally, this collaborative research work can improve 
training data as high-quality, collaboratively produced 
manuscripts can provide valuable training data for AI 
writing tools.

In a robust collaborative environment, researchers can 
not only produce high-quality and trustworthy biomedical 
research but also pave the way for the effective integration 
of AI-assisted writing tools in the medical manuscript 
writing process, catalyzing faster advances in biomedical 
research and better healthcare outcomes.

The use of AI-AT in medical writing is a source of 
other ethical issues. These include misinformation, pri-
vacy concerns, lack of transparency, job displacement, 
deteriorating human creativity, increasing plagiarism, 
altering authorship, and creating human dependence on 
this technology.21

With the development of AI-AT in medical writing, new 
AI text content detectors were created: openAI, Writer, 
Copyleaks, GPTzero, and CrossPlag. A recent study pub-
lished in September 2023 in the International Journal for 
Educational Integrity evaluated the effectiveness of vari-
ous AI content detection tools in distinguishing between 
human-written and AI-generated text. The study used 
paragraphs generated by ChatGPT Models 3.5 and 4, as 
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well as human control responses, and applied AI content 
detection tools developed by OpenAI, Writer, Copyleaks, 
GPTZero, and CrossPlag. The findings suggest that the 
tools are more accurate in identifying content generated 
by GPT 3.5 compared to GPT 4. However, when applied 
to human-written responses, the tools exhibit inconsis-
tencies and produce false positives. The study emphasizes 
the need for further development and refinement of AI 
content detection tools as AI-generated content becomes 
more sophisticated.22

Conclusions
It’s important to note that while these AI technologies 
can be valuable aids in medical manuscript writing, they 
should not replace the expertise and critical thinking of 
human authors and researchers.

Undoubtedly, the impact of AI-AT on biomedical 
research will grow. Rather than fearing its effects, we 
should develop frameworks and guidelines to utilize this 
technology better to improve clinical research and med-
icine. The medical research community must implement 
clear and robust strategies and develop adequate tools for 
bias, misinformation, plagiarism detection, privacy pro-
tection, and transparency guarantee.

Strong collaboration between authors, reviewers, and 
editors is the backbone for high-quality and trustworthy 
biomedical research. It is imperative to strike a balance 
between leveraging AI’s potential and upholding human 
creativity, critical thinking, and ethical considerations in 
medical writing.
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